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Abstract

Since most of the real-life datasets are imbalanced, classification for those datasets
is a difficult research challenge in machine learning. Emerging machine learning
algorithms improve classification accuracy by correctly classifying the majority of
classes; while incorrectly classifying the minority of classes. But in real-life imple-
mentations, minority class instances are more interested in representing the prin-
ciple than the majority class instances. For classifying those unbalanced datasets,
multiple approaches focused on sampling procedures such as (under-sampling of
the majority class/over-sampling of the minority class), Synthetic Minority Over-
sampling Technique (SMOTE) and Class-weights and a few cost-sensitive learning
methods have currently been used in textbooks in various researches [4].

In this paper, we introduced some Ensemble methods using a customized loss
function called Weighted Categorical Cross-Entropy with several data balancing
methods such as Under-sampling and Class-weight and built some more powerful
classifiers for the unbalanced cell image datasets. Three types of design model
architectures have been used in this research such as ResNet50, VGG16 and Mo-
bileNetV2. We used a highly unbalanced binary-class cell image dataset where the
target values are Healthy and Unhealthy containing 8,738 and 2,134 cell images
respectively, and the imbalance ratio of this dataset is 4.09 which is used for model
training. Afterwards, we used 2,184 Healthy cell images and 533 Unhealthy cell
images for testing, in order to make the evaluation of the model consequently [2].

We tested the performances of the above-mentioned data-balancing techniques
on those three model architectures using the classification Accuracy, Precision,
Recall, F1-score of the minority class and Confusion Matrix, which are calculated
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considering the weighted average [1]. Hence, we got the Ensemble method’s Average
Data Combine & Weighted Majority Voting (using the F1-score) results on our
test set [3]. When the dataset is highly unbalanced; the classification Accuracy or
Error-rate are not the best parameters to decide the performance of that particular
classifier. Therefore, we emphasized on the F1-score value of the minority class
(Unhealthy) and the Confusion Matrix generated by each model. It is proved
that our proposed methods have boosted each classifier in order to classify minor
class instances more, rather than only focusing on the majority class (Healthy)
images, which is more important with a view to classifying correctly these kinds of
unbalanced cell images.
Keywords: Imbalanced Classification, Imbalance Ratio, Convolutional Neural Net-
work (CNN), Sampling, Class-weight, Loss function and Ensemble.
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