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Abstract
Due to the limited capabilities and diversity of IoT devices, it is challenging to
implement robust and unified security standards for these devices. Since the vul-
nerable IoT devices are outside the control of the network, they can easily become
bots or botnets, and attacks from these devices have become very common in recent
times [3].

To address this issue, we proposed a real-time IoT anomaly detection and mit-
igation solution at the programmable data plane in an SDN network environment
using INT data. As far as we know, it is the first experiment in which INT data is
used to detect IoT attacks in the programmable data plane.

Anomaly detection research in the data plane is currently uncommon com-
pared to SDN control plane-based solutions [6]. The detection can be faster if it
is implemented directly in the packet processing path or data plane. Also, most
control plane solutions use network traffic datasets(e.g., netflow, wireshark) for IoT
anomaly detection [1]. Therefore, the main disadvantage of control plane solutions
is that detection cannot be done in real-time. To the best of our knowledge, there is
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only one experimental data plane solution for DDoS detection. It uses the Shannon
entropy based on the frequency of source and destination IP addresses [4].

A programmable data plane is the latest concept in computer networking. It
allows anyone to quickly design, test, and deploy a variety of applications in the
data plane with domain-specific programming languages. One of these applications
is In-Band Network Telemetry (INT), a new monitoring system that collects real-
time network telemetry information (hop latency, flow latency, queue depth, etc.)
from the data plane [5].

We implemented our proposed solution using P4, a domain-specific program-
ming language designed to describe the data plane layer of packet processing al-
gorithms [2]. Before the implementation, we collected INT data (i.e., queue depth
of the network device’s output interface) from our simulated SDN network under
DDoS attack(UDP with ICMP flooding) and non-attack(UDP with ICMP) con-
ditions and performed simple statistical analysis on the collected data. Firstly,
we used a t-test statistical analysis to compare these datasets (5000 queue depth
records each with and without attack) and smaller datasets consisting of 128 records
randomly selected from these datasets. The analysis provided a hypothesis that
these datasets were statistically significantly different at 99 percent probability.
After that, when we compared these datasets using simple statistical values like
mean, median, mode, etc., we found enough differences in these statistics to detect
IoT anomalies. Since our anomaly detection solution for IoT ecosystem aims to be
simple and fast based on P4-language capabilities, we implemented it based on the
mean value of queue depth.

Figure 1 shows our proposed P4 packet processing pipeline for IoT anomaly
detection. The pipeline processes the packet according to three states: normal,
detection, and mitigation.

Figure 1. IoT anomaly detection pipeline in P4.

• In the normal state, the packets are processed as shown in the white blocks.
To enable anomaly detection or maintain the current state, the value of the
packet counter implemented in the ingress is taken into account. The packet
counter is only read by the control plane, so the control plane sets one of the
above states based on the configured threshold counter value.
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• In the detection state, the value of the queue depth on the output interface
at the moment of transmission of each 128 packets is added to the stateful
register of the egress part (the sum of the 128 queue depth values). The
mean of queue depth calculated based on this and the mitigation starts if
this mean value is higher than baseline mean of the INT data under normal
traffic conditions

• In the mitigation state, attacks are mitigated by limiting the rate of the
packet’s incoming interface. It goes back to normal state based on the packet
counter using the control plane.

The number of queue depth to calculate the mean value is currently set to
128, and a more optimal value can be determined in further experiments, and
the smaller the number, the faster the anomaly will be detected. If set to 128,
the average anomaly detection time can be found by multiplying the processing
time (delay) of one packet by 128. This delay depends on parameters like network
protocol, computational power at node, and efficiency of network interface cards.

Based on some basic estimation in our current experiment the detection delay
is half as low as the results of previous DDoS [4] research, as well the detection
accuracy is similarly high.
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