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Abstract

The intention of our research is to present a project in which we started to develop
an educational support tool that helps primary and high school students to use the
correct techniques of sentence analysis, based on the rules of Hungarian grammar
taught in school. The aim was to create an application, called LMEZZ, that helps
students of the Hungarian education system to practise tasks related to native
language lessons. This way, we expect that they will have a more accurate under-
standing of grammar rules. With the help of the application, they can learn from
the comfort of their home by receiving immediate and accurate feedback on solu-
tions to different tasks. Thanks to the development of computational linguistics,
many language and communication problems can now be automated. Therefore,
to avoid having to constantly update and verify thousands of sentences and their
associated handwritten analysis, the central theme of the research, in addition to
application development, is the teaching and testing of linguistic analytical models
capable of correctly learning to analyse raw sentences. In an early stage of de-
velopment [4], we only used HuSpaCy [3] to train two models and compare them.
Dependency analysis was used as the basis for the preparation of the source ma-
terial, as it was most similar to the school analysis and then the annotations of
the teaching sentences were made. We distinguished the two models based on the
label set we defined. In the case of the smaller model, we were only interested in
the most important and basic labels, while in the case of the extended model, we
also covered the analysis of different types of adjectives and indicators.

The models developed with version 2 HuSpaCy had some problems identifying
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labels, that were not as frequent in the corpus as the predicates or the subjects.
Besides collecting more sentences to our corpus, with this research we wanted to
improve our application to find a better model with more reliable outcomes for
each label.

Natural language processing has seen spectacular progress with the application
of neural network technology, in particular, the contextual transformer model [5].
In recent years, natural language processing tasks can be solved with high perfor-
mance, if a pre-trained transformer language model is fine-tuned. One of the most
popular transformer based language model is the BERT. BERT (Bidirectional En-
coder Representations from Transformer) is defined as a multi-level, bidirectional
transformer encoder architecture [1]. The BERT model is pre-trained on two lan-
guage modeling tasks: word masking and next sentence prediction. In the recent
years, there are two state of the art (in different natural language processing tasks)
BERT model were trained for Hungarian: huBERT [2] (BERT base model – 110
million parameter) and PULI BERT-Large [6] (BERT large model – 345 million
parameter).

We solved this sentence analysis as a token classification task. To fine-tune the
Hungarian BERT models, we used the code provided by Hugging Face1

Table 1. F-Score results

HuSpaCy huBERT PULI BERT-Large
Predicate (R) 94.12% 100% 100%
Subject (A) 73.91% 93.02% 90.48%
Object (T) 86.75% 100% 100%
Adverbial (H) 78.87% 96.15% 96.15 %
Indicator (J) 76.92% 96.97% 78.57%
P 58.33% 86.49% 94.44%
X 95.96% 100% 100%

In Table 1, you can see the results of the fine-tuned transformer models. The
results of the contextual transformer models turned out far more condescending
than the previously trained HuSpaCy models.
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